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Figure 1: Overview of our work. (A) Sensing data collection from Aware-Light. (B) Implementation of LLM on smartphones. (C)
Automatic workflow and trigger in Automate. (D) Personalized analysis and recommendations using LLM.

ABSTRACT
This demo presents a novel end-to-end framework that combines
on-device large language models (LLMs) with smartphone sensing
technologies to achieve context-aware and personalized services.
The framework addresses critical limitations of current personaliza-
tion solutions via cloud LLMs, such as privacy concerns, latency and
cost, and limited personal information. To achieve this, we innova-
tively proposed deploying LLMs on smartphones with multimodal
sensor data through context-aware sensing and customized prompt
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engineering, ensuring privacy and enhancing personalization per-
formance. A case study involving a university student demonstrated
the capability of the framework to provide tailored recommenda-
tions. In addition, we show that the framework achieves the best
trade-off in privacy, performance, latency, cost, battery and energy
consumption between on-device and cloud LLMs. To the best of our
knowledge, this is the first framework to provide on-device LLMs
personalization with smartphone sensing. Future work will incor-
porate more diverse sensor data and involve extensive user studies
to enhance personalization. Our proposed framework has the po-
tential to substantially improve user experiences across domains
including healthcare, productivity, and entertainment.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting systems and tools.
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1 INTRODUCTION
The emergence of large language models (LLMs), exemplified by
ChatGPT [21], has revolutionized human-machine interaction and
impacted people from all walks of life by leveraging vast amounts of
data and sophisticated algorithms to provide users with flexibility
and personalized content [6]. Despite their impressive capabilities
in understanding, reasoning, and generation, current LLMs face
significant limitations, primarily related to privacy and security,
since most contemporary LLMs (e.g., ChatGPT, Claude [4], and
Gemini [12]), primarily operate in cloud environments which re-
quire users to upload their personal data to the cloud, potentially
leading to the leakage of sensitive personal information.

Secondly, there are latency and cost issues to consider. Latency
can significantly impact user experience, especially when the net-
work is unstable or facing high request volumes and major out-
rage [23]. In critical situations like healthcare monitoring, where
real-time data analysis and responses are essential, such latency is
unacceptable as it could potentially compromise patient care and
safety. When considering cost, cloud LLM services are expensive,
preventing their extensive usage. For example, calling APIs from
servers can cost around 75 USD per million tokens, as seen with
Claude 3 Opus [3].

Lastly, the inability of cloud LLMs to adapt to real-time contex-
tual data from users poses a significant challenge to personalization.
Existing LLMs require pre-collected datasets, hindering their usage
in personalization scenarios that rely heavily on streaming data.
When users request tasks beyond their boundaries, generic LLMs
often fail to provide accurate results. Given these issues, it is rea-
sonable to consider smartphones as the ideal platform for sensing
human activities and delivering personalized services, as LLMs are
not yet extensively deployed on smartphones for this purpose.

In this demo, we aim to address aforementioned challenges by
leveraging on-device LLMs combined with smartphone sensing
technologies to enable personalized and context-aware services.
The objective is to develop an end-to-end framework for on-device
personalization with personal multimodal information and cus-
tomized prompt engineering to meet individual user needs. By
overcoming privacy concerns, latency and cost, and limited per-
sonal sensor data, our approach can provide more secure, context-
aware, and efficient personalized services that directly proceed on
users’ devices, paving the way for broader applications and im-
proved user experiences in various domains such as healthcare,
productivity, and entertainment. To verify the proposed framework,
we present a case study exploring a day in the life of a university
student and discuss the comparison between on-device and cloud

LLMs. To the best of our knowledge, this is the first framework to
provide on-device LLMs personalization with smartphone sensing.

2 RELATEDWORK
This section summarizes related studies on current developments
and challenges regarding on-device LLMs, smartphone sensing and
personalization.

2.1 On-Device LLMs
There is a growing trend towards creating smaller models for de-
ployment on edge devices such as smartphones and wearable de-
vices [1, 17–19]. On-device LLMs refer to LLMs running locally
on devices rather than in the cloud, which mitigates the concerns
regarding privacy and latency, as the processing occurs locally with-
out connecting to the Internet. Compared to centralized cloud LLMs,
which can be plagued by latency and bandwidth issues, on-device
LLMs provides faster, more reliable, and more efficient processing,
leading to quicker, safer and privacy-preserved decision-making.
However, deploying LLMs on edge devices presents challenges due
to limited computational resources. Open-source models such as
Llama-3-8B [2], Phi-3-mini [1], and Gemma-2B [10] have been in-
troduced and explored for deployment on devices such as PCs and
smartphones. Efforts to deploy lightweight LLMs to edge devices
are still at an infant stage and applications based on these models
have not been comprehensively studied [7, 8, 13, 16, 20, 24, 27]. In
comparison, we are the first framework to provide on-device LLMs
personalization on smartphones.

Although on-device smaller LLMs have advantages over larger
LLMs, they still struggle to meet individual requirements without
the inclusion of sufficient contextual knowledge from additional
sources.

2.2 Smartphone Sensing and Personalization
With the growing prevalence of smartphones and advancements in
their sensing capabilities, smartphones have become a natural plat-
form for understanding the interaction between users, machines,
and environments. Smartphone sensing offers unique advantages in
terms of cost-effectiveness, user acceptance, and the ability to cap-
ture context-aware, fine-grained, and continuous data streams [14].
Meanwhile, personalization has become a research focus which
aims to tailor services, content, and user experiences based on indi-
vidual preferences, behaviours, and contexts [9]. Therefore, smart-
phones, being inherently personal devices, are ideally suited to
facilitate personalization by providing a rich source of user-specific
and real-time data.

These works [5, 25, 26, 28], however, either focus on collecting
in-depth sensor data without exploring the potential of LLMs or are
missing a comprehensive understanding of multi-modal sensors. In
comparison, we propose to investigate LLM personalization with
extensive multi-modal sensor data.

3 METHODS
This part involves (1) collecting sensor data using AWARE-Light in
Section 3.1, (2) deploying LLMs on smartphones in Section 3.2, (3)
applying prompt engineering in Section 3.3, and integrating them
into (4) an end-to-end pipeline framework in Section 3.4.
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3.1 Sensing Data from AWARE-Light
AWARE-Light1 [26] is an open-source Android software for con-
ducting smartphone sensing studies, which allows users to collect
rich sensor data and deploy scheduled questionnaires from both
hardware and software on smartphones. It has extensive sensors2
such as geolocation, accelerometer, experience sampling method
(ESM), keyboard, communications, app usage and screen text. In
this demo, we utilized screentext and ESM sensors to collect data,
where the screentext sensor [25] can capture all screen text on
smartphones, and mobile ESM sensor can periodically collect ques-
tionnaire data. Notably, to accommodate on-device scenarios, we
specifically extended an export function to export sensor data to
local Android files.

3.2 LLMs on Android
We built a working environment to run LLMs on smartphones.
Termux3, an Android terminal emulator and Linux environment
app, was installed on a Google Pixel 8 Pro with 12GB DRAM.
Then, a machine learning compilation engine, a high-performance
universal deployment solution that allows native deployment of
large language models with compiler acceleration, was set up from
llama.cpp4, which enables LLMs to run locally with acceleration in
Android. Open-source lightweight models, Llama-3-8B [10], were
downloaded through Hugging Face5 and deployed on the phone.
Lastly, LLMs can run locally with a chat interface like ChatGPT in
Fig 1.B.

Figure 2: Pipeline of this end-to-end framework. Sensing data
collected through Aware-Light from users is processed on
the phone with LLMs using prompt engineering to generate
personalized responses for users.

1https://www.aware-light.org/
2https://www.aware-light.org/sensors/
3https://termux.dev/en/
4https://github.com/ggerganov/llama.cpp
5https://huggingface.co/

3.3 Prompt Engineering Design
As defined in Equations 1 and 2 , a structured prompt template [15]
was designed to give LLMs sufficient contextual information. In-
struction provides the model with explicit guidance on what task
needs to be performed, which sets the objective and helps narrow
down the model’s response to the desired action. Context gives
the model the background information necessary to understand
the task and produce relevant responses, which is significant to
deliver personalization. In this situation, Context involves 𝐶𝑢𝑠𝑒𝑟 ,
personal information, and 𝐶𝑑𝑜𝑚𝑎𝑖𝑛 , a specific area of knowledge,
and 𝐶𝑠𝑒𝑛𝑠𝑖𝑛𝑔 , sensing data from AWARE-Light. Question specifies
what exactly the user wants to know or the information that the
user seeks from the model. Output Format defines the format in
which user wants the information to be presented.

𝑃𝑟𝑜𝑚𝑝𝑡 = 𝐼𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 +𝐶𝑜𝑛𝑡𝑒𝑥𝑡 +𝑄𝑢𝑒𝑠𝑡𝑖𝑜𝑛 +𝑂𝑢𝑡𝑝𝑢𝑡𝐹𝑜𝑟𝑚𝑎𝑡 (1)

𝐶𝑜𝑛𝑡𝑒𝑥𝑡 = 𝐶𝑢𝑠𝑒𝑟 +𝐶𝑑𝑜𝑚𝑎𝑖𝑛 +𝐶𝑠𝑒𝑛𝑠𝑖𝑛𝑔 (2)

3.4 An End-to-End Pipeline Framework
Fig 2 illustrates an end-to-end pipeline framework, where sensing
data will be collected through AWARE-Light from users, LLMs with
prompt engineering will be processed on the phone and finally
generate personalized responses to users. Automate6, an Android
automation tool, is used to trigger the pipeline and visualize the
generated responses from LLMs.

4 EXPERIMENTAL SETUP AND EVALUATION
In this part, a case study in Session 4.1 was explored under this
framework and the comparison of on-device and cloud LLMs were
discussed.

4.1 Case Study
A day of smartphone activity from a university student was cap-
tured through screentext and mobile ESM sensors from AWARE-
Light. Regarding screentext, fine-grained text data were collected.
Considering the verbose input, local Llama-3-8B was utilized to
summarize the collected screentext. Regarding ESM questionnaires,
morning and nightly questions were delivered at 9 AM and 9 PM,
respectively, covering users’ emotional status, sleep duration, sleep
quality, fatigue, alcohol consumption, and significant event factors.

A mental state problem was raised to test our framework. More
details can be found on prompt design and model responses in Fig 3.
Preliminary analysis can be observed from sensor data. Via the ESM
questionnaire, the user expressed stress, suffered from a “student
complaint” and “drunk alcohol on nightly interview” while had a
“bad sleep” even with “average sleep hours last night” on morning
interview. As for screentext, an email about “a student complain
about assignment score from tutoring”, “unhealthy dinner”, and
“chatting intimate relationship in late night” may impact his mental
state.

The local LLMprovided insightful analysis and explanation based
on the captured information, highlighting unresolved emotional
stress from a complaint email, poor sleep quality, and intimate
nighttime conversations. Personalized analysis and suggestions

6https://llamalab.com/automate/
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- Screentext
Between 11:00pm and 12:00pm, the user spent time checking the weather and 
selecting a podcast to listen to, focusing on recent tech news.

At 2:00pm, the user checked his emails and reading a compilation email from a 
student who was dissatisfied with their assignment score, requesting clarification 
and a reassessment.

Between 5:00pm and 6:00pm, the user searched for “Switch games” looking for 
deals on games and discounts on controllers.

Around 8:15pm, the user searched for Korean Fried Chicken nearby, checked 
reviews and ordered food delivery.

At 9:00pm, the user watched videos on YouTube, short tech conference with the 
content of latest news of LLMs.

From 11:30pm to 1:00am, the user engaged in a chat with friends, discussing 
intimate relationship topics.

### Question: In this regard, the user's mental state was not good the next day. 
Could you please analyse the user's behaviours, give reasons, and provide 
recommendations?

### Output Format:
  ​ ​- Analysis:
        - Reasons:
        - Recommendations:

### Instruction: You are an Android smartphone assistant who helps users understand their behaviours 
based on their screen text and questionnaire from mobile sensors.

### Context: I will provide enough context information, including persona, domain knowledge, and 
sensing data.

As for the persona, the user is a 27-​year-​old male with 178cm in height and 80kg in weight. He is a third-​
year PhD student in computer science at University.

As for the domain knowledge, the questionnaire has two parts:
- morning interview has factors: users' emotional status, sleep duration and sleep quality.
- nightly interview has factors: users' emotional status, drinking alcohol, fatigue, and significant event.

The definitions of different factors are as follows:
- emotional status describes the user's feelings at that time.
- drinking alcohol indicates whether the user has consumed alcohol.
- fatigue is rated on a scale from 1 to 5. Score 3 is normal.
- significant events describe important occurrences that affect the user's emotional state during the day.
- sleep duration measures the length of sleep in hours.
- sleep quality is rated on a scale from 1 to 5. Score 3 is normal.

As for sensing data, a day's activities are the following:

- Questionnaire
timestamp                 esm_user_answer                             esm_trigger
1712703699916        Neutral             ​  ​ ​ ​ ​           ​  Morning Interview
1712703699917        7.5 ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​  Morning Interview
1712703699918        2 ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ Morning Interview
1712660401098        Stressed ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​   Nightly Interview
1712660401099        yes (One cup tequila)                       Nightly Interview
1712660401100        3 ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​ ​     Nightly Interview
1712660401101        student  complaint                           Nightly Interview

python Analysis:

The user's mental state was not good the next day due to the accumulation of emotional stress and 
fatigue from the previous day. The user had a stressful experience in the morning when he received a 
dissatisfied student's compilation email about his assignment score, which caused him to feel anxious and 
frustrated. In the evening, he spent a significant amount of time discussing intimate relationship topics 
with friends, which may have contributed to his emotional state. Additionally, the user's sleep quality was 
average, and his sleep duration was relatively short, indicating that he did not get enough rest to recharge.

Reasons:

1. Unresolved emotional stress from the morning email: The user's emotional state was negatively 
affected by the stressful email, and he did not have a chance to process his emotions and clear his mind 
before bed.
2. Poor sleep quality and duration: The user's short sleep duration and average sleep quality may have 
contributed to his fatigue and decreased mental state the next day.
3. Emotional overload from discussing intimate topics: The user's emotional state may have been 
overwhelmed by the intense and sensitive topics he discussed with his friends, which could have persisted 
into the next day.

Recommendations:

1. Encourage the user to take a few minutes each day to meditate or engage in a relaxing activity to help 
process his emotions and clear his mind before bed.
2. Suggest the user establish a consistent sleep schedule and create a sleep-​conducive environment to 
improve his sleep quality and duration.
3. Encourage the user to set boundaries and prioritize self-​care by limiting his exposure to emotional 
overload and stressors, especially in the evening.
4. Remind the user to prioritize his emotional well-​being and seek support when needed.

Prompt Engineering Model Output

Figure 3: Prompt Engineering Design and Model Output.

were made, “meditate or engage in a relaxing activity before bed”,
“establish a consistent sleep schedule”, and “limiting exposure to
emotional overload and stressors”, demonstrating the potential for
personalized services such as counseling, coaching, and co-piloting.

However, local models still have limitations. Specifically, we
occasionally observed that thesemodels exhibit hallucinations, such
as generating unrelated content and reversing concepts, as well as
ignorance, like failing to consider certain information. Session ??
will discuss potential approaches to mitigate these problems.

4.2 On-Device and Cloud LLMs Comparison
Both cloud and on-device LLMs can deliver personalized services
in the case study. Compared to cloud LLMs, our work focusing
on on-device LLMs prioritizes privacy, as all processing is per-
formed on the smartphone. In terms of performance, cloud LLMs
can leverage state-of-the-art models, while on-device LLMs may
be inferior in accuracy and have a less up-to-date knowledge base.
However, we envision future pocket LLMs will be more lightweight,
robust and accurate. Regarding latency, cloud LLMs can experience
higher latency due to potential network instability or high request
volumes and major outrage [23], affecting real-time performance.
In comparison, our framework can provide faster and more reliable
responses. In terms of cost, on-device LLMs are free, while cloud
LLMs require calling APIs from servers such as ChatGPT-4o [22],
Claude 3 Opus [3], Gemini 1.5 Pro [11], which can cost from 5 to 75
USD per million tokens. When considering battery consumption,
on-device LLMs directly impact the device’s battery life. Our tests
indicated approximately 16.5% RAM usage and 3% battery drain in 5
minutes on a Google Pixel 8 Pro during our case study on on-device
model inference, highlighting one of the future research factors for
on-device LLMs. Finally, when examining energy consumption,
cloud LLMs consume considerable energy due to their extensive
computational requirements. An LLM consumes 0.1 J per token for
every billion parameters [18]. For example, the cloud LLMChatGPT,
with 175B parameters, consumes approximately 17.5 J per token,
resulting in substantial energy usage. On-device LLMs, while con-
suming less energy overall, still contribute to energy usage, albeit
to a lesser extent. For instance, a 7B-parameter model consumes 0.7

J per token. Moreover, the substantial energy consumption of cloud
LLMs has significant environmental implications, with ongoing en-
ergy usage contributing to increased carbon dioxide emissions and
exacerbating environmental problems. As such, enabling on-device
LLMs could make significant contributions for ecological AI.

5 DEMONSTRATION
We plan to show a live demo on Google Pixel 8 Pro smartphone,
offering an immersive and interactive experience. Users can begin
by exploring the AWARE-Light app, observing how it collects var-
ious types of sensor data, such as GPS, screentext and ESM. This
will provide insights into the foundational data that powers our
personalized recommendations. Next, users can engage with on-
device LLMs directly on smartphones, where they can create their
own prompts or modify pre-built prompts with their sensor data
to run LLMs. Lastly, users can view and iterate personalized rec-
ommendations based on their interactions and the collected sensor
data. This live demo will highlight the seamless integration of data
collection, prompting, and personalized recommendation genera-
tion, showcasing the robustness and practicality of our end-to-end
framework on smartphones.

6 CONCLUSION & FUTUREWORK
We presented a novel end-to-end framework that showcases on-
device LLMs to provide more secure, context-aware, and efficient
personalized services based on smartphone sensing. Additionally,
we conducted a case study to test this framework and deliver person-
alized recommendations, and made comparison between on-device
and cloud LLMs. Our initial experiments demonstrated the great po-
tential of this framework for personalized services. In future work,
considering some occasional errors, more contextual information,
domain knowledge, and user-specific models, such as fine-tuning
models for university scenarios, should be considered. Moreover, we
plan to integrate more diverse sensor data and conduct large-scale
user studies, allowing us to refine this framework and determine
how to deliver more personalized services effectively.
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